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FIG. 11
METHOD | O.5m | 1.0m | 1.5m | 2.0m | 2.5m
A 791 | 73.2 | §7.6 | 353 | 20.6
B 80.3 | 76.9 | 656 | 49.6 | 37.7
¢ 81.2 | 78.3 | 71.3 | 55.7 | 46.1
B 81.6 | 79.4 | 73.1 | 57.2 | 50.8
E 823 | 81.2 | 75.8 | 80.7 | 55.4
F 82.3 | 8.4 | 780 | 81.3 | 56.1
FIG. 12
WETHOD | O.5m | 1.0m | 1.5m | 2.0m | 2 5m
A 3.8 | 156 | 0.4 | -8.1 | -20.2
B 41.9 | 33.4 | 206 | 10.0 | 0.9
¢ 45.0 | 38.3 | 26.9 | 16.1 7.4
D 46.3 | 41.1 | 325 | 23.5 | 16.5
E 48.4 | 43.8 | 36.7 | 28.4 | 221
F 48.9 | 442 | 37.2 | 8.1 | 22.7
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SPEECH PROCESSING DEVICE, SPEECH
PROCESSING METHOD, AND SPEECH
PROCESSING PROGRAM

CROSS REFERENCE TO RELATED
APPLICATIONS

Priority is claimed on Japanese Patent Application No.
2013-143079, filed on Jul. 8, 2013, the contents of which are
entirely incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a speech processing
device, a speech processing method, and a speech processing
program.

2. Description of Related Art

A sound emitted in a room is repeatedly reflected by walls
or installed objects which cause reverberations. When rever-
berations are added, frequency characteristics vary from
those of an original speech, and thus a speech recognition rate
may decrease. In addition, since previously-uttered speech
overlaps with currently-uttered speech, an articulation rate
may decrease. Therefore, reverberation reducing techniques
of reducing reverberation components from speech recorded
in reverberation environments have been developed.

For example, Japanese Patent Publication No. 4396449
(Patent Document 1) describes a dereverbing method of
acquiring a transfer function of a reverberation space using an
impulse response of a feedback path adaptively identified by
an inverse filter processing unit and reconstructing a sound
source signal by dividing a reverberation speech signal by the
magnitude of the transfer function. In the dereverbing method
described in Patent Document 1, the impulse response indi-
cating reverberation characteristics is estimated, but since the
reverberation time ranges from 0.2 to 2.0 seconds which is
relatively long, the computational load excessively increases
and a processing delay becomes remarkable. Accordingly,
application to speech recognition has not been spread.

H-G. Hirsch, Harald Finster, A New Approach for the
Adaptation of HMMs to Reverberation and Background
Noise, Speech Communication, Elsevier, 2008, 244-263
(Non-patent Document 1) describes a method of preparing
acoustic models trained under reverberation environments
having different reverberation times in advance and searching
for an acoustic model having the highest likelihood in an
environment in which speech is recorded. The reverberation
time is a time until a reverberation intensity relative to a
maximum value is attenuated to a predetermined intensity. In
this method, speech recognition is performed using the
searched acoustic model.

However, in the method described in Non-patent Docu-
ment 1, the positional relationship between a sound source
and a sound collection unit is not considered. Meanwhile, the
reverberation time in a certain reverberation space is almost
constant, but the ratio of the intensity of a reverberation
component and the intensity of a direct sound varies depend-
ing on the distance from the sound source to the sound col-
lection unit. Accordingly, it cannot be necessarily said that an
acoustic model corresponding to the reverberation time is
selected, and the speech recognition accuracy may decrease.

SUMMARY OF THE INVENTION

The present invention is made in consideration of the
above-mentioned circumstances and provides a speech pro-
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2

cessing device, a speech processing method, and a speech
processing program which can realize reverberation reduc-
tion for improving speech recognition accuracy without mea-
suring a reverberation characteristic.

(1) In order to solve the above-mentioned problems,
according to an aspect of the present invention, a speech
processing device is provided including: a reverberation char-
acteristic selection unit configured to correlate correction
data indicating a contribution of a reverberation component
based on a corresponding reverberation characteristic with an
adaptive acoustic model which is trained using reverbed
speech to which a reverberation based on the corresponding
reverberation characteristic is added for each of reverberation
characteristics, to calculate likelihoods based on the adaptive
acoustic models for a recorded speech, and to select correc-
tion data corresponding to the adaptive acoustic model having
the calculated highest likelihood; and a dereverberation unit
configured to remove the reverberation component from the
speech based on the correction data.

(2) In the speech processing device according to (1), the
reverberation characteristics may differ in the contribution of
a component which is inversely proportional to a distance
between a sound collection unit configured to record speech
from a sound source and the sound source.

(3) In the speech processing device according to (2), the
reverberation characteristic selection unit may correlate dis-
tance data indicating the distances corresponding to the rever-
beration characteristics with the correction data and the adap-
tive acoustic models and may select the distance data
corresponding to the adaptive acoustic model having the cal-
culated highest likelihood.

(4) The speech processing device according to (3) may
further include: an acoustic model prediction unit configured
to predict an acoustic model corresponding to the distance
indicated by the distance data selected by the reverberation
characteristic selection unit from a first acoustic model
trained using reverbed speech to which a reverberation cor-
responding to the reverberation characteristic based on a pre-
determined distance is added and a second acoustic model
trained using speech in an environment in which reverbera-
tions are negligible; and a speech recognition unit configured
to perform a speech recognizing process on the speech using
the acoustic model predicted by the acoustic model prediction
unit.

(5) According to another aspect of the present invention, a
speech processing method is provided including: a reverbera-
tion characteristic selecting step of calculating a likelihood
for a recorded speech based on an adaptive acoustic model
trained using reverbed speech to which a reverberation based
on a corresponding reverberation characteristic is added for
each of reverberation characteristics and selecting correction
data corresponding to the adaptive acoustic model having the
calculated highest likelihood from a storage unit in which the
adaptive acoustic model and the correction data are stored in
correlation for each of the reverberation characteristics; and a
dereverbing step of removing a reverberation component
from the speech based on the correction data.

(6) According to another aspect of the present invention, a
non-transitory computer-readable storage medium is pro-
vided including a speech processing program causing a com-
puter of a speech processing device to perform: a reverbera-
tion characteristic selecting process of calculating a
likelihood for a recorded speech based on an adaptive acous-
tic model trained using reverbed speech to which a reverbera-
tion based on a corresponding reverberation characteristic is
added for each of reverberation characteristics and selecting
correction data corresponding to the adaptive acoustic model
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having the calculated highest likelihood from a storage unitin
which the adaptive acoustic model and the correction data are
stored in correlation for each of the reverberation character-
istics; and a dereverbing process of removing a reverberation
component from the speech based on the correction data.

According to the configuration of (1), (5), or (6), the cor-
rection data indicating the reverberation characteristic based
on the adaptive acoustic model having the highest likelihood
is selected for a recorded speech and the reverberation com-
ponent indicated by the correction data is removed from the
speech. Accordingly, it is possible to realize reverberation
reduction for improving speech recognition accuracy without
measuring a reverberation characteristic.

According to the configuration of (2), since the contribu-
tions of direct sounds emitted from different sound sources
depending on the distance from the sound collection unit to
the sound source are considered, it is possible to improve the
reverberation reduction accuracy.

According to the configuration of (3), it is possible to
estimate the distance from the sound collection unit to the
sound source by selecting the distance corresponding to the
selected adaptive acoustic model.

According to the configuration of (4), an acoustic model
corresponding to an reverberation environment is predicted
from the first acoustic model and the second acoustic model
based on the selected distance. Since the speech recognizing
process is performed using the predicted acoustic model, it is
possible to improve the speech recognition accuracy.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a plan view illustrating an arrangement example
of'a speech processing device according to an embodiment of
the present invention.

FIG. 2 is a block diagram illustrating a configuration of the
speech processing device according to the embodiment.

FIG. 3 is a flowchart illustrating an example of a coefficient
calculating process.

FIG. 4 is a block diagram illustrating a configuration of a
correction data generation unit according to the embodiment.

FIG. 5 is a block diagram illustrating a configuration of a
reverberation characteristic selection unit according to the
embodiment.

FIG. 6 is a flowchart illustrating a reverberation model data
generating process according to the embodiment.

FIG. 7 is a flowchart illustrating a speech processing flow
according to the embodiment.

FIG. 8 is a plan view illustrating an example of an RTF
measurement environment.

FIG. 9 is a diagram illustrating an example of an average
RTF.

FIG. 10 is a diagram illustrating an example of an RTF
gain.

FIG. 11 is a diagram illustrating an example of a word
recognition rate for each processing method.

FIG. 12 is a diagram illustrating another example of the
word recognition rate for each processing method.

FIG. 13 is a block diagram illustrating a configuration of a
speech processing device according to a modification
example of the embodiment.

FIG. 14 is a flowchart illustrating a speech processing flow
according to the modification example.

DETAILED DESCRIPTION OF THE INVENTION

Hereinafter, an embodiment of the present invention will
be described with reference to the accompanying drawings.
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FIG. 1 is a plan view illustrating an arrangement example
of a speech processing device 11 according to this embodi-
ment.

This arrangement example shows that a speaking person
Sp is located at a position separated by a distance r from the
center of a sound collection unit 12 (to be described later) in
a room Rm as a reverberation environment and the speech
processing device 11 is connected to the sound collection unit
12. The room Rm includes inner walls reflecting an arriving
sound wave. The sound collection unit 12 records speech
directly arriving from the speaking person Sp as a sound
source and speech reflected by the inner walls. The speech
directly arriving from the sound source and the reflected
speech are referred to as a direct sound and a reflection,
respectively. A section of which the elapsed time after the
direct sound is emitted is shorter than a predetermined time
(for example, equal to or less than about 30 ms), the number
of reflection times is relatively small, and reflection patterns
are distinguished from each other in the reflection is referred
to as an early reflection. A section of which the elapsed time
is longer than that of the early reflection, the number of
reflection times is larger, and reflection patterns are not dis-
tinguished from each other in the reflection is referred to as a
late reflection, a late reverberation, or simply a reverberation.
The time used to distinguish the early reflection and the late
reflection varies depending on the size of the room Rm, but
for example, a frame length as a process unit in speech rec-
ognition corresponds to the time. This is because the direct
sound processed in a previous frame and the late reflection
subsequent to the early reflection affect the processing of a
current frame.

In general, as the sound source gets close to the sound
collection unit 12 (as the distance r becomes smaller), the
direct sound from the sound source occupies a larger ratio and
the ratio of the reverberation becomes relatively smaller. The
lower a component of the reverberation components has, the
larger the ratio of the component becomes. In the description
below, speech, of which a reverberation component is small
enough to ignore because the speaking person Sp is close to
the sound collection unit 12, out of speech recorded by the
sound collection unit 12 may be referred to as close-talking
speech. That is, the close-talking speech is an example of
clean speech which is speech not including any reverberation
component or including a reverberation component small
enough to ignore. In contrast, speech which significantly
includes a reverberation component because the speaking
person Sp is spaced apart from the sound collection unit 12
may be referred to as distant-talking speech. Therefore, the
term ““distant” is not limited to a large distance r.

The speech processing device 11 generates correction data
indicating a contribution of a reverberation component based
on the corresponding reverberation characteristic and an
adaptive acoustic model trained using reverbed speech to
which the reverberation based on the corresponding rever-
beration characteristic is added for each of reverberation
characteristics, and correlates and stores the correction data
and the adaptive acoustic models. The speech processing
device 11 calculates likelihoods based on the adaptive acous-
tic models for a recorded speech, selects the correction data
corresponding to the adaptive acoustic model having the cal-
culated highest likelihood, and removes the reverberation
component from the speech based on the selected correction
data. The speech processing device 11 performs a speech
recognizing process on the speech from which the reverbera-
tion component has been removed.

In the reverberation characteristics, the contribution of a
component inversely proportional to the distance from the
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sound collection unit 12 to the sound source varies. There are
characteristics that the closer the sound source gets to the
sound collection unit 12, the lower the ratio of reverberation
becomes and that the lower the frequency becomes, the lower
the ratio of reverberation becomes. The speech processing
device 11 combines the reverberation characteristics having
such characteristics and uses the combined reverberation
characteristic.

Accordingly, it is possible to realize reverberation reduc-
tion for improving speech recognition accuracy without
sequentially measuring reverberation characteristics.

The sound collection unit 12 records sound signals of one
ormore (N, where N is an integer greater than 0) channels and
transmit the recorded sound signals of N channels to the
speech processing device 11. N microphones are arranged at
different positions in the sound collection unit 12. The sound
collection unit 12 may transmit the recorded sound signals of
N channels in a wireless manner or a wired manner. When N
is greater than 1, the sound signals have only to be synchro-
nized with each other between the channels at the time of
transmission. The sound collection unit 12 may be fixed or
may be installed in a moving object such as a vehicle, an
aircraft, or a robot so as to be movable.

The configuration of the speech processing device 11
according to this embodiment will be described below.

FIG. 2 is a block diagram illustrating the configuration of
the speech processing device 11 according to this embodi-
ment.

The speech processing device 11 includes a reverberation
characteristic combination unit 101, a speech signal acquisi-
tion unit 102, a reverberation unit 103, an acoustic model
adaptation unit 104, a correction data generation unit 105, a
reverberation characteristic selection unit 106, a sound source
separation unit 107, a feature amount calculation unit 108, a
dereverberation unit 109, and a speech recognition unit 110.

The reverberation characteristic combination unit 101
combines reverberation characteristic data indicating the
reverberation characteristic A'[,]kA(u), ') corresponding to a
target distance r' based on a predetermined reverberation
model. Here, k represents an integer indicating a degree of
contribution of the inversely-proportional component, A rep-
resents a real number indicating a width of the degree of
contribution of’k, and w represents the frequency. In addition,
k has a value of 1 to K (where K is a predetermined integer
greater than 1, for example, 5). Here, k and A are determined
in advance by performing confirmation of operations or pre-
liminary training. The reverberation characteristic combina-
tion unit 101 outputs the combined reverberation character-
istic data to the reverberation unit 103 and the correction data
generation unit 105. In the reverberation model, it is assumed
that the reverberation characteristic A'[,]kA(u), r') includes a
component inversely proportional to the distance r'. The pro-
cess (reverberation characteristic combining process) of
combining the reverberation characteristic data will be
described later.

The speech signal acquisition unit 102 acquires a sound
signal of clean speech and outputs the acquired speech signal
to the reverberation unit 103 and the correction data genera-
tion unit 105. The speech signal acquisition unit 102 is, for
example, a database in which speech signals indicating clean
speech are stored. The speech signal acquisition unit 102 may
be a speech interface to which a speech signal is input from
the outside of the speech processing device 11.

The reverberation unit 103 transforms the speech signals in
the time domain input from the speech signal acquisition unit
102 to frequency-domain coefficients s(w) in the frequency
domain for each predetermined time interval (for example, 10
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ms) and generates frequency-domain coefficient data indicat-
ing the frequency-domain coefficients. The reverberation unit
103 calculates frequency-domain coefficients s[,]kA(u),r') of
speech (reverbed speech) to which reverberations are added
by multiplying the transformed frequency-domain coeffi-
cients by the reverberation characteristic A'[,]kA(u),r') indi-
cated by the reverberation characteristic data input from the
reverberation characteristic combination unit 101. The rever-
beration unit 103 outputs the reverbed frequency-domain
coefficient data indicating the calculated frequency-domain
coefficients s[,]kA(u),r') to the acoustic model adaptation unit
104.

The acoustic model adaptation unit 104 includes a storage
unit (not illustrated) in which an acoustic model xt® trained to
maximize the likelihood using clean speech is stored in
advance. The acoustic model ' is, for example, a Gaussian
mixture model (GMM). The acoustic model adaptation unit
104 generates an adaptive acoustic model J'I:[,,]kA which has the
highest likelihood from the stored acoustic models '@ using
the frequency-domain coefficients s[,]kA(u),r') indicated by
the reverbed frequency-domain coefficient data input from
the reverberation unit 103.

The acoustic model adaptation unit 104 uses, for example,
a maximum likelihood linear regression (MLLR) method to
generate the adaptive acoustic model J'I:[,,]kA. Accordingly, the
adaptive acoustic model J'I:[,,]kA can be generated using a rela-
tively small amount of training data.

The acoustic model adaptation unit 104 stores the gener-
ated adaptive acoustic model J'I:[,,]kA in a reverberation model
storage unit 1061 (FIG. 5) of the reverberation characteristic
selection unit 106. The acoustic model will be described later.

The correction data generation unit 105 calculates weight-
ing parameters J b,mkA for each sound source in the predeter-
mined frequency bands b based on the reverberation charac-
teristic data input from the reverberation characteristic
combination unit 101. Here, b is an integer between 1 and B.
B is an integer greater than 1 indicating the number of prede-
termined frequency bands. The weighting parameter § b,[,]kA
is an index indicating a ratio of power of the late reflection to
the power of the reverbed speech.

The correction data generation unit 105 calculates the
weighting parameters O b,mkA so as to minimize the difference
between the power of the late reflection corrected using the
weighting parameters Bb,mkA and the power of the reverbed
speech. The correction data generation unit 105 stores the
correction data indicating the calculated weighting param-
eters b,mkA in the reverberation model storage unit 1061
(FIG. 5) of the reverberation characteristic selection unit 106
in correlation with the adaptive acoustic models J'c[,]kA. The
configuration of the correction data generation unit 105 will
be described later.

The reverberation characteristic selection unit 106 calcu-
lates the likelihood P(T[u'] InmkA) of the sound feature
amount T[u'] indicated by the feature amount data input from
the feature amount calculation unit 108 for each acoustic
model nmkA stored in the reverberation model storage unit
1061. The reverberation characteristic selection unit 106
selects the acoustic model J'I:[,,]kA in which the calculated like-
lihood P(T[u']ln[,]kA) is the highest and reads the correction
data corresponding to the selected acoustic model J'I:[,,]kA from
the reverberation model storage unit 1061. The weighting
parameter Bb,mkA indicated by the read correction data is a
coefficient obtained based on the reverberation characteristic
A [,]kA(u), r') as described above. The reverberation character-
istic selection unit 106 outputs the read correction data to the
dereverberation unit 109. The configuration of the reverbera-
tion characteristic selection unit 106 will be described later.
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The sound source separation unit 107 performs a sound
source separating process on the sound signals of N channels
input from the sound collection unit 12 to separate the sound
signals into sound signals of one or more sound sources. The
sound source separation unit 107 outputs the separated sound
signals of the sound sources to the feature amount calculation
unit 108 and the dereverberation unit 109.

The sound source separation unit 107 uses, for example, a
geometric-constrained high order decorrelation-based source
separation (GHDSS) method as the sound source separating
process. The GHDSS method is a kind of blind deconveolu-
tion process. The GHDSS method will be described later. The
sound source separation unit 107 may use another sound
source separating method, for example, an adaptive beam
forming method of estimating a sound source direction and
controlling directivity so as to maximize sensitivity in the
estimated sound source direction, instead of the GHDSS
method. The sound source separation unit 107 may use a
multiple signal classification (MUSIC) method to estimate
the sound source direction.

The feature amount calculation unit 108 calculates sound
feature amounts T(u') of the sound signals input from the
sound source separation unit 107 for each predetermined time
interval (for example, 10 ms). The sound feature amount is,
for example, a combination of a static Mel-scale log spectrum
(static MSLS), a delta MSLS, and single delta power. The
combination of coefficients is referred to as a feature vector.

The feature amount calculation unit 108 outputs the feature
amount data indicating the calculated sound feature amounts
T(u'") to the reverberation characteristic selection unit 106.

The dereverberation unit 109 separates the sound signals
input from the sound source separation unit 107 into compo-
nents of frequency bands b (frequency components) and cor-
rects the amplitude of each separated frequency component
using the weighting parameter o b,mkA indicated by the cor-
rection data input from the reverberation characteristic selec-
tion unit 106. Accordingly, the late reflection component
which is part of the reverberations is removed. The derever-
beration unit 109 combines the band components of which
the amplitude is corrected over the frequency bands b and
generates a dereverbed speech signal indicating the speech
(dereverbed speech) from which the reverberation is
removed. The dereverberation unit 109 does not change the
phases at the time of correcting the amplitudes of the input
sound signals. The dereverberation unit 109 outputs the gen-
erated dereverbed speech signal to the speech recognition unit
110.

The dereverberation unit 109 calculates the amplitudes
le(w, t)| of the dereverbed speech signals so as to satisfy, for
example, Expression (1) at the time of correcting the ampli-
tudes.

le(@,2) P =1r(0,0)1°=d, /A 10,017 (f IH(w,1) -
6b7[,]k‘\‘\r(0),l)\2 is greater than 0)

le(w, )P =plr(w,)? (otherwise)

M

In Expression (1), r(w, t) represents frequency-domain
coefficients of the input sound signals. Through the use of the
process indicated by the upper part of Expression (1), the late
reflection component is removed from the power of the sound
signals. In the lower part of Expression (1), p is a flooring
coefficient. Here, {3 has a predetermined positive minute value
(for example, 0.05) closer to O than 1. In this manner, by
providing the term of BIr(w, t)I* and maintaining the least
amplitude in the dereverbed speech signals, it is difficult to
detect abnormal noise.

The speech recognition unit 110 performs a speech recog-
nizing process on the dereverbed speech signals input from
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8

the dereverberation unit 109 to recognize speech details (for
example, a text including words and sentences), and outputs
recognition data indicating the recognized speech details to
the outside.

Here, the speech recognition unit 110 calculates sound
feature amounts of the dereverbed speech signals for each
predetermined time interval (for example, 10 ms). The sound
feature amount is, for example, a combination of a static
Mel-scale log spectrum (static MSLS), a delta MSLS, and
single delta power, for example, which are the same as the
feature amounts calculated by the feature amount calculation
unit 108.

The speech recognition unit 110 recognizes phonemes
using a predetermined acoustic model A set for the calculated
sound feature amounts. The acoustic model A is, for example,
a continuous hidden Markov model (continuous HMM). The
continuous HMM is a model in which an output distribution
density is a continuous function, and the output distribution
density is weight-added with normal distributions as a basis.
The acoustic model A may be trained so that the likelihood is
the maximum using clean speech.

The speech recognition unit 110 recognizes the speech
details from a phoneme sequence including the recognized
phonemes using a predetermined language model. The lan-
guage model is a statistical model used to recognize words or
sentences from the phoneme sequence.

Reverberation Characteristic Combining Process

A reverberation characteristic combining process in the
reverberation characteristic combination unit 101 will be
described below.

The reverberation characteristic combination unit 101
determines a reverberation transfer function (RTF) A'(w, ')
corresponding to a distance r', for example, using Expressions
(2) and (3). The RTF is a coefficient indicating a ratio of
reverberation power to a direct sound power for each fre-
quency o and is an index of reverberation characteristics.

A'(w,)y=fr)A(w,r) 2)

In Expression (2), f(r') is a gain dependent on the distance
r'. A(w, r) represents an RTF measured in advance for a sound
source located at a distance r. The distance r' is a distance as
a target (target distance) and is represented to be distin-
guished from the distance r at which the RTF is measured. f(r')
is expressed by Expression (3).

3

In Expression (3), o, and o, are a coefficient indicating a
contribution of a component inversely proportional to the
distance r' and a coefficient indicating a contribution of a
constant component not dependent on the distance r', respec-
tively. The contribution of the component inversely propor-
tional to the distance r' means a contribution of a direct sound.

Expressions (2) and (3) are based on assumptions (i) and
(i) including (i) an assumption that the phase of the RTF does
not vary depending on the position of a sound source in the
room Rm and (ii) an assumption that the amplitude of the RTF
includes a component decreasing in inverse proportion to the
distance r'.

Specifically, the reverberation characteristic combination
unit 101 determines the coefficients i, and o, in advance by
performing the following process.

FIG. 3 is a flowchart illustrating an example of a coefficient
calculating process.

(Step S101) The reverberation characteristic combination
unit 101 measures i, (where i, is an integer greater than 1, for
example, 3) RTFs A(w, ;) in advance. The distance r; (where
iis aninteger of 1 to i) is a distance different from each other.

A y=a/r+a,
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For example, when the sound collection unit 12 includes
multiple microphones and a sound based on an existing out-
put sound signal is reproduced, the reverberation character-
istic combination unit 101 can acquire the RTFs A(w, r;) using
the sound signals recorded by the microphones. Thereafter,
the process proceeds to step S102.

(Step S102) The reverberation characteristic combination
unit 101 calculates an average RTF <A(r,)> by averaging the
acquired RTFs A(w, ;) in a frequency section. The reverbera-
tion characteristic combination unit 101 uses, for example,
Expression (4) to calculate the average RTF <A(r,)>.

1 Ph 4)
A0 = oy D A 1)
p=p;
In Expression (4), | .. . |is the absolute value of . . ., pis an

index (frequency bin) indicating each frequency, and p,, and p,
are indices indicating the highest frequency and the lowest
frequency in the frequency section in which the averaging is
performed.

Thereafter, the process proceeds to step S103.

(Step S103) The reverberation characteristic combination
unit 101 calculates the coefficients o, and a, so that the
average RTF <A(r,)> is suitable for the acoustic model
expressed by Expressions (2) and (3). The reverberation char-
acteristic combination unit 101 uses, for example, Expression
(5) to calculate the coefficients o, and .

lou,00] =(F, 1 ) F, 1T F ®

In Expression (5), [ . . . | represents a vector or a matrix and
T represents the transpose of a vector or a matrix. As
expressed by Expression (6), [F,] is a matrix having a vector
including a reciprocal 1/r; of the distance and 1 as each col-
umn. [F ] is a vector having the average RTF <A(r,)> as each
column.

I/ 1 {A(r1)) (6)

[F] = F]=

Ir, 1 (Alriy)

Thereafter, the process flow illustrated in FIG. 3 ends.

The reverberation characteristic combination unit 101 cal-
culates a gain f,(r') of the reverberation characteristic
A [,]kA(u), r') for each k by substituting the coefficients o, and
o, calculated by Expressions (5) and (6) into Expression (3)
as illustrated in Expression (7).

JeaV=RAa /P, (7

In Expression (7), the component inversely proportional to
the distance r' is k-A times the same component in Expression
3.

The reverberation characteristic combination unit 101 cal-
culates the reverberation characteristic A' [,]kA(u), r') foreachk
using Expression (8) based on the calculated gain f,,(r') and
the RTF A(w, r).

4 '[r]kA:ka(V NA(w,r) (8)

In Expression (8), f(r') of Expression (3) is substituted with
fA (). That is, by changing the gain f,,, (") for each k using
Expression (7), the contribution of the component inversely
proportional to the distance t' can be changed and can be
multiplexed into K reverberation characteristics A'[,]kA(u), r').
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Accordingly, it is possible to artificially combine different
reverberation characteristics A'_.**(w, 1') corresponding to K
distances r'.

Acoustic Model

For example, the GMM will be first described as an acous-
tic model ' treated by the acoustic model adaptation unit
104. The GMM is a kind of acoustic model in which the
output probabilities for input sound feature amounts are
weighted and added with multiple (for example, 256) normal
distributions as a basis. Accordingly, the acoustic model
is defined by statistics such as mixture weighting coefficients,
mean values, and a covariance matrix. The mixtures of nor-
mal distributions used to calculate the output probabilities are
classified for each predetermined class.

The acoustic model adaptation unit 104 can determine two
types of transform matrices [W,, **] and [H,, ] using the
MLLR for each reverberation characteristic A’ [,]kA(u), r).
Here, c represents a class and m_ represents a combination of
normal distributions at class c. [ . . . ] is a sign indicating
that . . . is a matrix or a vector. These transform matrices are
matrices for transforming the acoustic model ' to the adap-
tive acoustic model J'I:[,,]kA corresponding to the reverberation
characteristic A',,**(w, r'). The transform matrices [W,, **]
and [H,, **] have relationships expressed by Expressions (9)
and (10), respectively.

(7]

T o i [ 1 ©

(e = B [Hru ™ [B ]

In Expression (9), [u,,. ] represents a mean vector. The
mean vector [u,,.] is a vector having the average value of
normal distributions constituting the adaptive acoustic model
nmkA as an element. [C,, ] is an extended mean vector. The
extended mean vector [C,,.] is a vector in which an bias offset
w and a mean vector [, '] are coupled, that is, a vector
expressed by [w, [11,,,.“1"]”. The bias offset value w is 1 or 0
which represents whether a bias offset is used. The mean
vector [W,,.“'] is a vector having the average value of normal
distributions constituting the original acoustic model v, © as
an element.

In Expression (10), [Z,, ] represents a covariance matrix.
the covariance matrix [2,, **] is a vector having a covariance
of normal distributions constituting the adaptive acoustic
model J'I:[,,]kA as an element. [B,, ] is an inverse matrix [C,,_]™"
of'a Choleski factor. The Choleski factor [C,,.] has the rela-
tionship expressed by Expression (11) with the covariance
matrix [Z

(10)

mc]'

e Ce [Cone)” an

The covariance matrix [X,,.] is a matrix having a covari-
ance matrix of normal distributions constituting the original
acoustic model J'I:[,,](C) as an element.

Accordingly, the acoustic model adaptation unit 104 can
transform the original acoustic model J'I:[,,](C) to the acoustic
model nmkA for each reverberation characteristic A' [,]kA(u), ')
using the relationships expressed by Expressions (9) and (10).
Configuration of Correction Data Generation Unit

The configuration of the correction data generation unit
105 according to this embodiment will be described below.

FIG. 4 is a block diagram illustrating the configuration of
the correction data generation unit 105 according to this
embodiment.

The correction data generation unit 105 includes a late
reflection characteristic setting unit 1051, a reverberation
characteristic setting unit 1052, two multiplier units 1053-1
and 1053-2, and a weight calculation unit 1054.
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The late reflection characteristic setting unit 1051 sets a
late reflection transfer function A', [,]kA(u) 1), which is the
late reflection characteristic corresponding to the RTF A [,]
(m, r') indicated by the reverberation characteristic data input
from the reverberation characteristic combination unit 101, as
a multiplier coefficient of the multiplier unit 1053-1.

Here, the late reflection characteristic setting unit 1051
calculates an impulse response obtained by transforming the
RTF A'[,]kA(u), r') to the time domain, and extracts compo-
nents from the calculated impulse response after a predeter-
mined elapsed time (for example, 30 ms). The late reflection
characteristic setting unit 1051 transforms the extracted com-
ponents to the frequency domain and calculates the late
reflection transfer function A' L,mkA(w, ).

The reverberation characteristic setting unit 1052 sets the
RTFA' [,]kA(u), r') indicated by the reverberation characteristic
data input from the reverberation characteristic combination
unit 101 as a multiplier coefficient of the multiplier unit
1053-2.

The multiplier units 1053-1 and 1053-2 multiply the fre-
quency-domain coefficients, which are obtained by trans-
forming the sound signals input from the speech signal acqui-
sition unit 102 to the frequency domain, by the set multiplier
coefficients to calculate a frequency-domain coefficient r[,]kA
(m, ', t) of reverbed speech and a late reflection frequency-
domain coefficient 1 ,]kA(u), r', t). Here, t represents the frame
time at that time. The multiplier units 1053-1 and 1053-2
output the calculated frequency-domain coefficient r[,]kA(u),
r', t) of reverbed speech and the calculated late reflection
frequency-domain coefficient l[r]kA(u), r', t) to the weight cal-
culation unit 1054, respectively.

The weight calculation unit 1054 receives a reverbed
speech frequency-domain coefficient r[,]kA(u) r, t) and the
late reflection frequency-domain coefficient 1, (w, 1', )
from the multiplier units 1053-1 and 1053-2, respectlvely.
The weight calculation unit 1054 calculates the weighting
parameter §, [,]kA inwhich the mean of square error 2, ,]kA of
the reverbed speech frequency-domain coefficient r[,]k (o, r
t) and the late reflection frequency-domain coefficient 1[ A
(o, ', 1) is the smallest for each frequency band b. The mean
square error 2, [,] 2 is expressed, for example, by Expression

(12).

/ 12)
SA A w, o

Epin = T Z Z |'J[(r](w rL0-

t web

In Expression (12), T, represents a predetermined time
length (for example, 10 seconds) up to that time point. The
weight calculation unit 1054 stores the correction data indi-
cating the weight parameter Bb,mkA calculated for each fre-
quency band b in the reverberation model storage unit 1061
(FIG. 5) of the reverberation characteristic selection unit 106.
Configuration of Reverberation Characteristic Selection Unit

The configuration of the reverberation characteristic selec-
tion unit 106 according to this embodiment will be described
below.

FIG. 5 is a block diagram illustrating the configuration of
the reverberation characteristic selection unit 106 according
to this embodiment.

The reverberation characteristic selection unit 106
includes a reverberation model storage unit 1061, a likelihood
calculation unit 1062, and a correction data reading unit 1063.

The reverberation model storage unit 1061 stores the adap-
tive acoustic model J'I:[,,] A generated by the acoustic model
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adaptation unit 104 and the correction data generated by the
correction data generation unit 105 in correlation with each
other.

The likelihood calculation unit 1062 calculates a likeli-
hood P(T[u']ln[,]kA) of the sound feature amount T[u'] indi-
cated by the feature amount data input from the feature
amount calculation unit 108 for each acoustic model nmkA
stored in the reverberation model storage unit 1061 and out-
puts the calculated likelihood P(T[u'] In[,]kA) to the correction
data reading unit 1063.

The correction data reading unit 1063 selects the acoustic
model J'I:[,,] corresponding to the maximum likelihood max
(P(T[u']ln[,] )) out of the likelihoods P(T[u]ln[,]kA) input
from the likelihood calculation unit 1062. The correction data
reading unit 1063 reads the correction data correlated with the
selected acoustic model xt,.** from the reverberation model
storage unit 1061 and outputs the read correction data to the
dereverberation unit 109.

GHDSS Method

The GHDSS method used in the sound source separation
unit 107 will be described below.

The GHDSS method is a method of separating recorded
sound signals of multiple channels into sound signals for
sound sources. In this method, a separation matrix [V(m)] is
sequentially calculated, and an input speech vector [x(m)] is
multiplied by the separation matrix [V(w)] to estimate a
sound source vector [u(m)]. The separation matrix [V(w)] is a
pseudo-inverse matrix of a transfer function matrix [H(w)]
having transfer functions from the sound sources to the
microphones of the sound collection unit 12 as elements. The
input speech vector [x(w)] is a vector having frequency-do-
main coefficients of the sound signals of the channels as
elements. The sound source vector [u(w)] is a vector having
the frequency-domain coefficients of the sound signals output
from the sound sources as elements.

The GHDSS method is a method of calculating the sound
source vector [u(m)] so as to minimize two cost functions of
a separation sharpness J ¢ and a geometric constraint J ;. at
the time of calculating the separation matrix [V(w)].

The separation sharpness J . is an index value indicating a
degree to which one sound source is erroneously separated as
a different sound source and is expressed, for example, by
Expression (13).

Tss = fuo)][()]*~diag([u()] fu()]*)IP
I

(13)

In Expression (13), || . . . | represents a Frobenius norm
of..., and * represents the conjugate transpose of a vector or
a matrix. diag( . . . ) represents a diagonal matrix having
diagonal elements of . . . .

The geometric constraint J is an index value indicating a
degree of error of the sound source vector [u(w)] and is
expressed, for example, by Expression (14).

Joc|diag([Me)[4(@)]- DI

In Expression (14), [I] represents a unit matrix.
Reverberation Model Data Generating Process

The reverberation model data generating process accord-
ing to this embodiment will be described below. The rever-
beration model data generating process to be described below
is performed in advance before performing a speech process-
ing flow to be described later.

FIG. 6 is a flowchart illustrating the reverberation model
data generating process according to this embodiment.

(Step S201) The reverberation characteristic combination
unit 101 combine reverberation characteristic data indicating
reverberation characteristics A' [,]kA(u), ') corresponding to a
target distance r' based on a predetermined reverberation

(14)
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model. The reverberation characteristic combination unit 101
outputs the combined reverberation characteristic data to the
reverberation unit 103 and the correction data generation unit
105. Thereafter, the process proceeds to step S202.

(Step S202) The reverberation unit 103 transforms speech
signals in the time domain input from the speech signal acqui-
sition unit 102 to frequency-domain coefficients in the fre-
quency domain, and multiplies the transformed frequency-
domain coefficients by the reverberation characteristics
A [,]kA(u), r') indicated by the reverberation characteristic data
input from the reverberation characteristic combination unit
101 to calculate the frequency-domain coefficients s[,]kA(u),
r') of reverbed speech. The reverbed frequency-domain coef-
ficient data indicating the calculated frequency-domain coef-
ficients s[,]kA(u), r') is output to the acoustic model adaptation
unit 104. Thereafter, the process proceeds to step S204.

(Step S203) The acoustic model adaptation unit 104 gen-
erates an adaptive acoustic model J'I:[,,]kA having the highest
likelihood in the previously-stored acoustic models '® using
the transform coefficients s[,]kA(u), r') indicated by the rever-
bed frequency-domain coetficient data input from the rever-
beration unit 103. The acoustic model adaptation unit 104
stores the generated adaptive acoustic model nmkA in the
reverberation model storage unit 1061. Thereafter, the pro-
cess proceeds to step S203.

(Step S204) The correction data generation unit 105 cal-
culates the weighting parameters Bb,mkA of'the sound sources
for each predetermined frequency band b based on the rever-
beration characteristic data input from the reverberation char-
acteristic combination unit 101. Here, the weighting param-
eters Bb,mkA are calculated so as to minimize the difference
between the power of the late reflection corrected using the
weighting parameters d b,mkA and the power of the reverbed
speech. The correction data generation unit 105 stores the
correction data indicating the calculated weighting param-
eters Bb,mkA in the reverberation model storage unit 1061 in
correlation with the adaptive acoustic model J'I:[,,]kA. Thereat-
ter, the process flow illustrated in FIG. 6 ends.

Speech Processing Flow

A speech processing flow according to this embodiment
will be described below.

FIG. 7 is a flowchart illustrating the speech processing flow
according to this embodiment.

(Step S301) The sound source separation unit 107 per-
forms a sound source separating process on the sound signals
of N channels input from the sound collection unit 12 and
separates the sound signals into sound signals for one or more
sound sources. The sound source separation unit 107 outputs
the separated sound signals for the sound sources to the fea-
ture amount calculation unit 108 and the dereverberation unit
109. Thereafter, the process proceeds to step S302.

(Step S302) The feature amount calculation unit 108 cal-
culates the sound feature amounts T(u') of the sound signals
input from the sound source separation unit 107 for each
predetermined time interval and outputs feature amount data
indicating the calculated sound feature amounts T(u') to the
reverberation characteristic selection unit 106. Thereafter, the
process proceeds to step S303.

(Step S303) The reverberation characteristic selection unit
106 calculates the likelihoods P(T[u'] InmkA) based on the
acoustic models nmkA stored in the reverberation mode] stor-
age unit 1061 for the sound feature amounts T(v') indicated by
the feature amount data input from the feature amount calcu-
lation unit 108. The reverberation characteristic selection unit
106 selects the acoustic model J'I:[,,]kA in which the calculated
likelihood P(T[u']ln[,]kA) is the maximum and reads the cor-
rection data corresponding to the selected acoustic model
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J'I:[,,]kA from the reverberation model storage unit 1061. The
read correction data is output to the dereverberation unit 109.
Thereafter, the process proceeds to step S304.

(Step S304) The dereverberation unit 109 separates the
sound signals input from the sound source separation unit 107
into components for the frequency bands b and corrects the
amplitude of the separated frequency band components using
the weighting parameters 0 b,[,]kA indicated by the correction
data input from the reverberation characteristic selection unit
106. The dereverberation unit 109 generates dereverbed
speech signals indicating the dereverbed speech by combin-
ing the band components of which the amplitude is corrected
over the frequency bands b and outputs the generated derever-
bed speech signals to the speech recognition unit 110.

Thereafter, the process proceeds to step S305.

(Step S305) The speech recognition unit 110 performs a
speech recognizing process on the dereverbed speech signals
input from the dereverberation unit 109, recognizes speech
details thereof, and outputs recognition data indicating the
recognized speech details to the outside. Thereafter, the pro-
cess flow illustrated in FIG. 7 ends.

Measurement Example of RTF

A measurement example of the RTF will be described
below.

FIG. 8 is a plan view illustrating an example of an RTF
measurement environment.

An RTF can be obtained by causing sound sources to issue
sounds based on existing sound signals and using sound sig-
nals recorded by the sound collection unit 12. In FIG. 8, the
center of the sound collection unit 12 is marked by a black
circle and positions of sound sources are marked as x marks in
a line segment TO extending to the right side from the sound
collection unit 12. Here, the distances r are 0.5 m, 1.0 m, 1.5
m, 2.0 m, and 2.5 m.

Measurement was carried out in two test rooms Rm1 and
Rm?2 having different reverberation characteristics and the
reverberation times T4, of the test rooms Rm1 and Rm2 were
240 ms and 640 ms, respectively. The reverberation time T,
is an elapsed time until the RTF decreases from the maximum
value to —60 dB. In each test room, the RTFs at the measure-
ment positions indicated by x marks in line segments T1 to T6
extending from the sound collection unit 12 are measured.
The directions of the line segments T1, T2, and T3 are 20°,
40°, and 60° in the clockwise direction from the line segment
TO. The directions of the line segments T4, T5, and T6 are 20°,
40°, and 60° in the counterclockwise direction from the line
segment TO.

FIG. 9 is a diagram illustrating an example of an average
RTF.

The horizontal axis represents the number of samples and
the vertical axis represents the average RTF. In this example,
one sample corresponds to one frame. In FIG. 9, the average
RTFs when the distance ris 0.5 m, 0.6 m, 0.7 m, 0.9 m, 1.0 m,
1.5m, 2.0 m, and 2.5 m are expressed by curves. The average
RTFs decrease with an increase in the distance r. For example,
when the distance r is 0.5 m, 1.0 m, and 2.0 m, the average
RTFs are 1.4x107%,0.33x107%, and 0.08x107%, respectively,
and decrease with an increase in the distance r. The average
RTFs of the samples subsequent to the 100-th sample
decrease to almost 0 regardless of the distance r.

This point supports that the phase does not depend on the
distance r, that is, supports the above-mentioned assumption
).

FIG. 10 is a diagram illustrating an example of a gain of the
RTF.

The horizontal axis represents the distance and the vertical
axis represents the gain. In this example, the measured value
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of the gain of the RTF is indicated by marks + and the esti-
mated value based on the above-mentioned acoustic model is
indicated by a solid line. The measured values are distributed
around the estimated values and have a tendency that the
variance increases with a decrease in the distance r. However,
the maximum value and the minimum value of the measured
values at the distances r are almost inversely proportional to
the distance r. For example, the maximum value of the mea-
sured values is 3.6, 1.7, and 0.8 for the distances 0f0.5m, 1.0
m, and 2.0 m, respectively. Therefore, the measured values
can approach the estimated values by adjusting the coeffi-
cients o, and c.,. This point supports the above-mentioned
assumption (ii).

Test Result

A test result in which the speech recognition accuracy is
verified using the speech processing device 11 according to
this embodiment will be described below.

The test was carried out in the two test rooms Rm1 and
Rm2. In each test room, the number of samples of speech was
200 times for each measurement position at which the RTF
was measured and the number of words to be recognized was
20,000 words. The speech recognition unit 110 used a pho-
netically tied mixture (PTM) HMM including total 8256 nor-
mal distributions, which is a kind of continuous HMM, as
acoustic models. At the time of training the acoustic models,
a Japanese newspaper article sentence (JNAS) corpus was
used as a training database for clean speech. The language
model used by the speech recognition unit 110 was a standard
word trigram model.

In the test, speech was processed using the following six
methods, the processed speech was subjected to the speech
recognition, and the word recognition rates thereof were
observed.

Method A. Speech is unprocessed.

Method B. Existing blind dereverberation is performed.

Method C. Existing spectral subtraction is performed.

Method D. The late reflection component is removed by the
dereverberation unit 109 (this embodiment).

Method E. The late reflection component is removed by the
dereverberation unit 109 and the correction data selected by
the acoustic model adaptation unit 104 is used (this embodi-
ment).

Method F. Reverberations are removed using measured
RTFs.

Example of Word Recognition Rate

FIGS. 11 and 12 are diagrams illustrating an example of a
word recognition rate for each processing method.

FIGS. 11 and 12 illustrate the word recognition rates (% in
unit) obtained in the test rooms Rm1 and Rm2, respectively.
The rows represent the methods (Methods A to F) of process-
ing uttered speech and the columns represent the distances r'.

Out of the test rooms Rm1 and Rm2, the test room Rm2
having a longer reverberation time has a lower word recog-
nition rate. In the same test room, the larger the distance
becomes, the lower the word recognition rate becomes. The
word recognition rate increases in the order of Methods A, B,
C, D, E, and F (the word recognition rate is the largest in
Method F). For example, when the distance r' in the test room
Rml1 is 2.5 m, 50.8% in Method D according to this embodi-
ment is significantly higher than 46.1% in Method C accord-
ing to related art. This result shows that the speech recogni-
tion rate is improved more than that in the related art by the
dereverbing based on the above-mentioned reverberation
models.

55.4% in Method E according to this embodiment is sig-
nificantly higher than 50.8% in Method D and is almost equal
t0 56.1% in Method F. Accordingly, it is possible to obtain a

10

15

20

25

30

35

40

45

50

55

60

65

16

high speech recognition rate equivalent to that when the
reverberation characteristics are satisfactorily removed with-
out measuring the reverberation characteristics, by the der-
everbing using the correction data selected based on the
above-mentioned acoustic models.

As described above, the speech processing device accord-
ing to this embodiment (for example, the speech processing
device 11) includes the reverberation characteristic selection
unit (for example, the reverberation characteristic selection
unit 106) configured to correlate the correction data indicat-
ing the contribution of the reverbed component based on the
corresponding reverberation characteristic and the adaptive
acoustic model trained using the reverbed speech to which the
reverberation based on the corresponding reverberation char-
acteristic is added for each of the reverberation characteris-
tics, to calculate the likelihoods of the recorded speech based
on the adaptive acoustic models, and to select the correction
data corresponding to the adaptive acoustic model of which
the calculated likelihood is the highest and the dereverbera-
tion unit (for example, the dereverberation unit 109) config-
ured to remove the reverbed component from the speech
based on the selected correction data.

Accordingly, in the speech processing device according to
this embodiment, the correction data of the reverberation
characteristic based on the adaptive acoustic model having
the highest likelihood is selected for the recorded speech and
the reverbed component indicated by the correction data is
removed from the speech. As a result, it is possible to realize
reverberation reduction capable of improving the speech rec-
ognition accuracy without measuring the reverberation char-
acteristics.

In the speech processing device according to this embodi-
ment, the contributions of the components inversely propor-
tional to the distance between the sound collection unit
recording speech from a sound source and the sound source
are different in the reverberation characteristics. Accordingly,
since the contributions of direct sounds emitted from the
different sound sources can be considered depending on the
distances from the sound collection unit to the sound sources
atthe time of combining the reverberation characteristics, itis
possible to improve the reverberation reduction accuracy.

Modification Example

A modification example of this embodiment will be
described below. The same elements as in the above-men-
tioned embodiment will be referenced by the same reference
signs and the description thereof will be employed.

FIG. 13 is a block diagram illustrating the configuration of
aspeech processing device 11a according to this modification
example.

The speech processing device 11a includes a reverberation
characteristic combination unit 101a, a speech signal acqui-
sition unit 102, a reverberation unit 103, an acoustic model
adaptation unit 104, a correction data generation unit 105, a
reverberation characteristic selection unit 106a, a sound
source separation unit 107, a feature amount calculation unit
108, a dereverberation unit 109, a speech recognition unit
110, and an acoustic model updating unit (acoustic model
prediction unit) 111a.

That is, the speech processing device 11a includes the
reverberation characteristic combination unit 101a¢ and the
reverberation characteristic selection unit 106qa instead of the
reverberation characteristic combination unit 101 and the
reverberation characteristic selection unit 106 in the speech
processing device 11 (FIG. 2). The speech processing device
11a further includes the acoustic model updating unit 111a.
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The reverberation characteristic combination unit 101a
combines the reverberation characteristic data indicating the
reverberation characteristics A'[,;(w, r,') corresponding to the
different distances r;' based on the above-mentioned acoustic
models.

Specifically, the reverberation characteristic combination
unit 1014 calculates the gains f(r,") of the reverberation char-
acteristics A'y,4(w, 1) as expressed by Expression (15) by
performing the above-mentioned coefficient calculating pro-
cess (FIG. 3) to determine coefficients o, and o, and substi-
tuting the determined coefficients o, and o, into Expression

@)

Sr)=ou/rl+ay

15

The reverberation characteristic combination unit 101a
calculates the reverberation characteristics A’ ;(w, r;') by
multiplying the calculated gains f(r,") by previously-acquired
RTFs A(w, r) as expressed by Expression (16).

A=A ) A(w,r) (16)

The first term o,/r;' in Expression (15) is substituted for
k-A-a,/r' in Expression (7). That is, the first term of Expres-
sion (15) is explicitly described as a function of the distance
r,. This is suitable for performing a process explicitly using
the distance r,' to be described.

The reverberation characteristic combination unit 101a
outputs the combined reverberation characteristic data to the
reverberation unit 103 and the correction data generation unit
105. The reverberation unit 103, the acoustic model adapta-
tion unit 104, and the correction data generation unit 105 use
the reverberation characteristics A’ [,]kA(u), r,) in the above-
mentioned processes. Here, reverberation characteristic data
indicating the reverberation characteristics A", 1(w, r;") is used
instead of the reverberation characteristic data.

Therefore, the reverberation characteristic selection unit
106a receives the adaptive acoustic models J'I:[,,]k generated by
the acoustic model adaptation unit 104 and the correction data
generated by the correction data generation unit 105. The
adaptive acoustic models J'I:[,,]k are acoustic models trained so
as to maximize the likelihood using the reverbed frequency-
domain coefficient data based on the reverberation character-
istics A'[5(, r;"). The correction data is data indicating the
weighting parameters Bb,[i]k, which are determined so as to
minimize the difference between the power of the late reflec-
tion and the power of the reverbed speech, of the reverbera-
tion characteristics A", (o, 1,).

The reverberation characteristic selection unit 106a
includes a reverberation model storage unit 1061a (not illus-
trated), a likelihood calculation unit 1062 (FIG. 5), and a
correction data reading unit 1063« (not illustrated).

The reverberation model storage unit 1061a stores the
adaptive acoustic models J'I:[,,]k generated by the acoustic
model adaptation unit 104, the correction data generated by
the correction data generation unit 105, and the distance data
indicating the distances r' in correlation with each other.

Therefore, the likelihood calculation unit 1062 calculates
the likelihoods P(T[u'] In[,]A) of the acoustic models J'I:[,,]k
stored in the reverberation model storage unit 1061a and
outputs the calculated likelihood P(T[u'] Inmk) to the correc-
tion data reading unit 1063a.

The correction data reading unit 1063a selects the acoustic
models J'I:[,,]k having the highest likelihood max(P(T[u'] In[,]A))
out of the likelihoods P(T[u'] In[,]A) input from the likelihood
calculation unit 1062. The correction data reading unit 1063«
reads the correction data and the distance data correlated with
the selected acoustic model J'I:[,,]kA from the reverberation
model storage unit 1061a. The correction data reading unit
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10634 outputs the read correction data to the dereverberation
unit 109 and outputs the read distance data to the acoustic
model updating unit 111a. In the following description, the
distance indicated by the read distance data is defined as r'.
Accordingly, it is possible to detect the distance r' without
including hardware for detection.

The acoustic model updating unit 111a includes a storage
unit in which the acoustic models A generated by training
using clean speech (that is, the distances r) and the acoustic
models A" generated by training so as to maximize the like-
lihood using speech uttered at predetermined distances r are
stored in advance. The acoustic models A and A" are acous-
tic models © based on the clean speech and are different
from the adaptive acoustic models J'c[,]k. In order to distin-
guish these acoustic models, the acoustic models A and A"
are referred to as recognition models A and A,

The acoustic model updating unit 111a generates a recog-
nition model ' by prediction based on the distance r' indi-
cated by the distance data input from the reverberation char-
acteristic selection unit 106a using the two stored recognition
models A? and L. Here, the symbol (¢) and (r) represent the
clean speech and the reverbed speech uttered at the distance r.
The prediction is a concept including both interpolation and
extrapolation.

The acoustic model updating unit 111a outputs the gener-
ated recognition model A' to the speech recognition unit 110
and updates the recognition model used by the speech recog-
nition unit 110 to the recognition model A'. Accordingly, the
speech recognition unit 110 performs the speech recognizing
process using the acoustic model A' generated by the acoustic
model updating unit 111a. Here, the recognition models A
and A."” may be referred to as a clean acoustic model A and
a reverbed acoustic model A", respectively, for distinction.
Process of Predicting Recognition Model

The process of predicting a recognition model will be
described below.

The recognition models A and A" are used to recognize
phonemes based on the sound feature amounts. The recogni-
tion models A and A are, for example, continuous hidden
Markov models (continuous HMMs). The continuous HMM
is a model in which an output distribution density is a con-
tinuous function, and the output distribution density is
weighted and added with multiple normal distributions as a
basis. For example, the reverbed acoustic model A" is defined
by statistics such as a mixture weight [C,,,”] for each normal
distribution, a mean value [u,,,"”], a covariance matrix
[2,,,°%], and a transition probability aij(’). Here, i and j are
indices indicating a current state and a transition destination
state, respectively, and m is an index indicating the frequency
band. The clean acoustic model A is also defined by the
same types of statistics [C,,,], [1,,,"], [Z,,,“'], and aij(c) as
the reverbed acoustic model A"

The mixture weight [C,,”], the mean value [p,,,""], the
covariance matrix [,,,"”], and the transition probability aij(’)
are expressed by sufficient statistics such as a probability of
accumulated mixture component occupancy L, "%, a prob-
ability of state occupancy Lij(’), amean [ml.j(’)], and a variance
[Vl.j(’)] and have relationships expressed by Expressions (17)
to (20).

Con « :Lim(r)/ Z lMLim « an

(o7 = (1157 /L (18)
Eon T = 0 L= [ 1 (19)

al_j(r) = Lij(r)/Ej: 1J Ll_j(r) (20)
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In Expression (20), 1 and j are indices indicating a current
state and a transition destination state, respectively, and J
represents the number of transition destination states. In the
following description, the probability of accumulated mix-
ture component occupancy L, ”, the probability of state
occupancy L,,??, the mean [ml.j(’)], and the variance [Vl.j(’)]
are collectively referred to as priors p¢.

The acoustic model updating unit 111a generates an acous-
tic model A' by performing linear prediction (interpolation or
extrapolation) with coefficients t(d') corresponding to the
distances d' with the acoustic model A as a basis using the
acoustic models A? and A”. The acoustic model updating
unit 111a uses, for example, Expressions (21) to (24) to
generate the acoustic model A".

L) + 7))L @1

M
> L+

m=1

-
Cim_
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m=1

1] =

Linl + 20 0m] o o7 @3

%)) = o — =
L ey

6] 10
L)L (24)

J
2 L+ L)
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In Expressions (21)to (24),L,, (), Lij(c), [mij(c)], and [Vl-j(c)]
respectively represent the probability of accumulated mixture
component occupancy, the probability of state occupancy, the
mean, and the variance in the clean acoustic model A‘© and
are collectively referred to as priors f”. The coefficient T(r")
is a function of which the value is 0 when r'=0 and the
coefficient ©(r') decreases with an increase in r'. As r'
approaches 0, the coefficient T(r') approaches the infinity.

The priors f© increase with an increase in the power level
and thus vary depending on the distance r'. As expressed by
Expressions (21) to (24), an acoustic model X' is predicted
with high accuracy by performing the linear prediction based
on such statistics. Accordingly, the speech recognition unit
110 performs the speech recognizing process using the pre-
dicted acoustic model A', whereby the recognition rate is
improved.

A speech processing flow according to this modification
example will be described below.

FIG. 14 is a flowchart illustrating a speech processing flow
according to this modification example.

The speech processing flow illustrated in FIG. 14 includes
steps S301, S302, S303q, S304, S305, and S306a. This
speech processing flow includes step S303a instead of S303
in the speech processing flow illustrated in FIG. 7 and further
includes step S306a.

In this speech processing flow, after the processes of steps
S301 and S302 are performed, the process proceeds to step
S303a.

(Step S303a) The reverberation characteristic selection
unit 1064 calculates the likelihood P(T[u']ln[,]k) ofthe sound
feature amount T[u'] indicated by the feature amount data
input from the feature amount calculation unit 108 for each
acoustic model J'I:[,,]k stored in advance. The reverberation
characteristic selection unit 1064 specifies the correction data
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and the distance data correlated with the acoustic model J'I:[,,]k
corresponding to the likelihood max(P(T[u'] Inmk)) in which
the calculated likelihood P(T[u']ln[,]A) is the highest. The
reverberation characteristic selection unit 106a outputs the
specified correction data to the dereverberation unit 109 and
outputs the specified distance data to the acoustic model
updating unit 111a. Thereafter, the process proceeds to step
S304. After the process of step S304 is performed, the process
proceeds to step S306a.

(Step S306a) The acoustic model updating unit 111a gen-
erates the recognition model A' by prediction based on the
distance r' indicated by the distance data input from the rever-
beration characteristic selection unit 106a using two recog-
nition models A and A", The acoustic model updating unit
111a sets the generated recognition model A' in the speech
recognition unit 110. Thereafter, the process of step S305 is
performed and the process flow illustrated in FIG. 14 ends.

The speech processing device 11a is not limited to the
acoustic model updating unit 111a but may include a con-
figuration for performing a process based on the distance r'.
The configuration for performing a process based on the
distance ' is, for example, a sound volume control unit (not
illustrated) that controls the sound volume of a sound signal
acquired from another sound source depending on the dis-
tance r'. The configuration may be a recognition control unit
(not illustrated) that stops the speech recognizing process in
the speech recognition unit 110 when the distance r' is greater
than a predetermined distance threshold value.

In this manner, according to this modification example, it is
possible to detect the distance r' which corresponds to a sound
source of speech based on the speech uttered under a rever-
beration environment without including hardware for detect-
ing the distance. Various controls such as prediction of a
recognition model can be carried out depending on the dis-
tance r'.

Here, the speech processing device (for example, the
speech processing device 11a) according to this modification
example includes the acoustic model prediction unit (for
example, the acoustic model updating unit 111a) configured
to predict an acoustic model corresponding to the distance
indicated by the distance data selected by the reverberation
characteristic selection unit (for example, the reverberation
characteristic selection unit 106a) from the first acoustic
model (for example, the reverbed acoustic model) trained
using reverbed speech to which reverberations based on the
reverberation characteristics corresponding to predetermined
distances are added and the second acoustic model (for
example, the clean acoustic model) trained using speech
under an environment in which reverberations can be
neglected, and the speech recognition unit (for example, the
speech recognition unit 110) configured to perform a speech
recognizing process on the dereverbed speech using the pre-
dicted acoustic model.

Accordingly, according to this modification example, since
the acoustic model corresponding to the reverberation envi-
ronment is predicted based on the distance selected from the
clean acoustic model and the reverbed acoustic model and the
speech recognizing process is performed using the predicted
acoustic model, it is possible to improve the speech recogni-
tion accuracy.

In the above-mentioned embodiment, the reverberation
characteristic combination unit 101 may perform multiplex-
ing using a constant component (for example, the term of the
coefficient a2 in Expression (3)) not dependent on the dis-
tance r' instead of or in addition to the component inversely
proportional to the distance r' at the time of generating the
reverberation characteristic A' [,]kA(u), r).
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In the above-mentioned embodiment and modification
example, when the number of microphones N of the sound
collection unit 12 is 1, the use of the sound source separation
unit 107 may be skipped.

The above-mentioned speech processing devices 11 and
11a may be incorporated into the sound collection unit 12.

In the above-mentioned embodiment, the likelihood calcu-
lation unit 1062 may select at least two out of the adaptive
acoustic models nmkA stored in the reverberation mode] stor-
age unit 1061 and may perform a prediction process on the
selected adaptive acoustic model. In this prediction process,
the likelihood calculation unit 1062 performs a weighting
operation on the statistics constituting the selected adaptive
acoustic model using the prediction coefficients indicating
the contributions of the adaptive acoustic models. The likeli-
hood calculation unit 1062 generates the adaptive acoustic
model predicted from the statistics used for the weighting
operation. In this case, the likelihood calculation unit 1062
calculates the likelihood of'the feature amount T[u'] indicated
by the feature amount data input from the feature amount
calculation unit 108 based on the predicted adaptive acoustic
model. The correction data reading unit 1063 selects a com-
bination of the adaptive acoustic model and the prediction
coefficient in which the calculated likelihood is the highest.

The correction data reading unit 1063 calculates the
weighting parameter by performing the prediction process on
the weighting parameters 0 b,[,]kA indicated by the correction
data corresponding to the adaptive acoustic models of the
selected combination using the selected prediction coeffi-
cient. The correction data reading unit 1063 outputs the cor-
rection data indicating the calculated weighting parameter to
the dereverberation unit 109.

Accordingly, since the weighting parameters b,mkA dis-
cretely set in advance are smoothed depending on the rever-
beration environment, it is possible to improve the derever-
beration accuracy and to improve the speech recognition
accuracy.

In the above-mentioned modification example, the likeli-
hood calculation unit 1062 may select at least two out of the
adaptive acoustic models J'c[,]k stored in the reverberation
model storage unit 10614 and may perform a prediction pro-
cess on the selected adaptive acoustic model. The likelihood
calculation unit 1062 calculates the likelihood of the feature
amount T[u'] indicated by the feature amount data input from
the feature amount calculation unit 108 based on the pre-
dicted adaptive acoustic model and selects a combination of
the adaptive acoustic model and the prediction coefficient in
which the calculated likelihood is the highest. The correction
data reading unit 1063a calculates the weighting parameter
by performing the prediction process on the weighting
parameters Bb,mk indicated by the correction data corre-
sponding to the adaptive acoustic models of the selected
combination using the selected prediction coefficient, and
outputs the correction data indicating the calculated weight-
ing parameter to the dereverberation unit 109. Accordingly, it
is possible to improve the dereverberation accuracy and to
improve the speech recognition accuracy.

In the above-mentioned modification example, the correc-
tion data reading unit 1063a may calculate the distance by
performing the prediction process using the coefficient used
for the prediction process for the distance r' indicated by the
distance data corresponding to the adaptive acoustic models
of'the selected combination and may output the distance data
indicating the calculated distance to the acoustic model
updating unit 111a.

Accordingly, since the distances discretely set in advance
are smoothed depending on the reverberation environment, it
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is possible to improve the distance estimation accuracy and to
improve the speech recognition accuracy by using the acous-
tic model predicted using the distance.

Parts of the speech processing devices 11 and 114 accord-
ing to the above-mentioned embodiment and the modification
example, for example, the reverberation characteristic com-
bination units 101 and 101a, the speech signal acquisition
unit 102, the reverberation unit 103, the acoustic model adap-
tation unit 104, the correction data generation unit 105, the
reverberation characteristic selection units 106 and 1064, the
sound source separation unit 107, the feature amount calcu-
lation unit 108, the dereverberation unit 109, the speech rec-
ognition unit 110, and the acoustic model updating unit 111a,
may be embodied by a computer. In this case, the parts of the
speech processing devices may be embodied by recording a
program for performing the control functions on a computer-
readable recording medium and reading and executing the
program recorded on the recording medium into a computer
system. Here, the “computer system” is a computer system
incorporated into the speech processing device 11 or 11a and
is assumed to include an OS or hardware such as peripherals.
Examples of the “computer-readable recording medium”
include portable mediums such as a flexible disk, a magneto-
optical disk, a ROM, and a CD-ROM and a storage device
such as a hard disk built in a computer system. The “com-
puter-readable recording medium” may include a medium
that dynamically holds a program for a short time like a
communication line when a program is transmitted via a
network such as the Internet or a communication circuit such
as a telephone circuit or a medium that holds a program for a
predetermined time like a volatile memory in a computer
system serving as a server or a client in that case. The program
may be configured to realize part of the above-mentioned
functions or may be configured to realize the above-men-
tioned functions by combination with a program recorded in
advance in a computer system.

All or part of the speech processing device 11 and 11a
according to the above-mentioned embodiment and the modi-
fication example may be embodied by an integrated circuit
such as a large scale integration (L.SI) circuit. The functional
blocks of the speech processing device 11 and 11a may be
individually incorporated into processors, or a part or all
thereof may be integrated and incorporated into a processor.
The integration circuit technique is not limited to the L.SI, but
may be embodied by a dedicated circuit or a general-purpose
processor. When an integration circuit technique appears as a
substituent of the LSI with advancement in semiconductor
technology, an integrated circuit based on the technique may
be used.

While exemplary embodiments of the invention have been
described and illustrated above in detail with reference to the
accompanying drawings, the specific configurations are not
limited to the above-mentioned configurations but can be
modified in design in various forms without departing from
the gist of the invention.

While preferred embodiments of the invention have been
described and illustrated above, it should be understood that
these are exemplary of the invention and are not to be con-
sidered as limiting. Additions, omissions, substitutions, and
other modifications can be made without departing from the
spirit or scope of the present invention. Accordingly, the
invention is not to be considered as being limited by the
foregoing description, and is only limited by the scope of the
appended claims.
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What is claimed is:

1. A speech processing device comprising:

a reverberation characteristic selection unit configured to
correlate correction data indicating a contribution of a
reverberation component based on a corresponding
reverberation characteristic with an adaptive acoustic
model which is trained using reverbed speech to which a
reverberation based on the corresponding reverberation
characteristic is added for each of reverberation charac-
teristics, to calculate likelihoods based on the adaptive
acoustic models for a recorded speech, and to select
correction data corresponding to the adaptive acoustic
model having the calculated highest likelihood;

a dereverberation unit configured to remove the reverbera-
tion component from the speech based on the correction
data,

wherein the reverberation characteristics differ in the con-
tribution of a component which is inversely proportional
to a distance between a sound collection unit configured
to record speech from a sound source and the sound
source, and

wherein the reverberation characteristic selection unit cor-
relates distance data indicating the distances corre-
sponding to the reverberation characteristics with the
correction data and the adaptive acoustic models and
selects the distance data corresponding to the adaptive
acoustic model having the calculated highest likelihood;

an acoustic model prediction unit configured to predict an
acoustic model corresponding to the distance indicated
by the distance data selected by the reverberation char-
acteristic selection unit from a first acoustic model
trained using reverbed speech to which a reverberation
corresponding to the reverberation characteristic based
on a predetermined distance is added and a second
acoustic model trained using speech in an environment
in which reverberations are negligible; and

a speech recognition unit configured to perform a speech
recognizing process on the speech using the acoustic
model predicted by the acoustic model prediction unit.

2. A speech processing method comprising:

areverberation characteristic selecting step of calculating a
likelihood for a recorded speech based on an adaptive
acoustic model trained using reverbed speech to which a
reverberation based on a corresponding reverberation
characteristic is added for each of reverberation charac-
teristics and selecting correction data corresponding to
the adaptive acoustic model having the calculated high-
est likelihood from a storage unit in which the adaptive
acoustic model and the correction data are stored in
correlation for each of the reverberation characteristics;

a dereverbing step of removing a reverberation component
from the speech based on the correction data,

wherein the reverberation characteristic selecting step dif-
fers in the contribution of a component which is
inversely proportional to a distance between a sound
collection unit configured to record speech from a sound
source and the sound source, and
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wherein the reverberation characteristic selecting step cor-
relates distance data indicating the distances corre-
sponding to the reverberation characteristics with the
correction data and the adaptive acoustic models and
selects the distance data corresponding to the adaptive
acoustic model having the calculated highest likelihood;

an acoustic model prediction step of predicting an acoustic
model corresponding to the distance indicated by the
distance data selected by the reverberation characteristic
selection unit from a first acoustic model trained using
reverbed speech to which a reverberation corresponding
to the reverberation characteristic based on a predeter-
mined distance is added and a second acoustic model
trained using speech in an environment in which rever-
berations are negligible; and

a speech recognition step of performing a speech recogniz-
ing process on the speech using the acoustic model pre-
dicted by the acoustic model prediction step.

3. A non-transitory computer-readable storage medium
comprising a speech processing program causing a computer
of a speech processing device to execute:

a reverberation characteristic selecting process of calculat-
ing a likelihood for a recorded speech based on an adap-
tive acoustic model trained using reverbed speech to
which a reverberation based on a corresponding rever-
beration characteristic is added for each of reverberation
characteristics and selecting correction data correspond-
ing to the adaptive acoustic model having the calculated
highest likelihood from a storage unit in which the adap-
tive acoustic model and the correction data are stored in
correlation for each of the reverberation characteristics;

a dereverbing process of removing a reverberation compo-
nent from the speech based on the correction data,

wherein the reverberation characteristics differ in the con-
tribution of a component which is inversely proportional
to a distance between a sound collection unit configured
to record speech from a sound source and the sound
source, and

wherein the reverberation characteristic selecting process
correlates distance data indicating the distances corre-
sponding to the reverberation characteristics with the
correction data and the adaptive acoustic models and
selects the distance data corresponding to the adaptive
acoustic model having the calculated highest likelihood;

an acoustic model prediction process of predicting an
acoustic model corresponding to the distance indicated
by the distance data selected by the reverberation char-
acteristic selecting process from a first acoustic model
trained using reverbed speech to which a reverberation
corresponding to the reverberation characteristic based
on a predetermined distance is added and a second
acoustic model trained using speech in an environment
in which reverberations are negligible; and

a speech recognition process of performing a speech rec-
ognizing process on the speech using the acoustic model
predicted by the acoustic model prediction process.
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